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Abstract: Time-consuming and labor-intensive, vision-based manual inspection equipment is required to discover and assess superficial damage to historic structures. Currently, professional equipment and in-situ visual assessment procedures are used to detect surface degradation at historic sites. While there are clear benefits to using this technique in practice, inspector inexperience can lead to incorrect damage assessments that have lasting consequences for structural safety evaluations and repairs. This kind of examination is inefficient and time-consuming when applied to a large scale. It takes a lot of time and effort, as well as a large number of skilled individuals, to process and analyze the data afterwards. As a result, the requirements of fast damage identification in ancient structures are not addressed by this approach. A unique automatic damage detection approach was suggested in this study that uses a Mask R-CNN model built on the DenseNet framework to identify two types of damage (efflorescence and spalling) in old masonry buildings, therefore overcoming these limitations. Model validation in MATLAB Simulink for suggested flaw detection.
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I. INTRODUCTION

Cracks in engineering structures, such as concrete surfaces and beams, often start at the microscopic level on the surface due to fatigue stress and cyclic loading. Cracks in the structure lead to material discontinuities and a decrease in local stiffness. Damage and potential failure can be avoided if problems are identified and addressed in a timely fashion. To identify a fracture in a structure using any processing approach is known as crack detection. There are two approaches of identifying cracks. There are two types of testing: destructive and nondestructive. Surface condition issues are assessed using eye inspection and surveying techniques.

Cracks on the surface of a structure can reveal information about its age, state of deterioration, and carrying capacity by virtue of their kind, number, breadth, and length.

Automatic crack detection is being developed to replace the time-consuming and subjective old human inspection processes with a faster and more reliable alternative for analyzing surface defects. As a result, a more secure way of surveying has been used. When it comes to non-destructive testing, automatic crack detection is superior. It is challenging to make an impartial assessment of degradation by manual inspection. Infrared and thermal testing, ultrasonic testing, laser testing, and radiographic testing are all examples of non-destructive testing methods that may be used for automated crack identification.

![Figure 1: The Architecture of Image Processing Based Crack Detection](image)

Image-based fracture detection for non-destructive inspection is gaining popularity. The uneven shape and size of cracks, as well as other issues like inconsistent lighting, shade, imperfections, and concrete spall, contribute to the challenges of image-based detection. Many of the detection approaches in image processing were proposed because of the ease with
which they might be implemented. Integrating an algorithm, a morphological strategy, a percolation-based approach, and a practical methodology are the four broad categories into which these strategies fall.

The overall architecture for image-processing-based fracture detection is depicted in Fig. 1. Following are the procedures involved in the image processing method: (1) Using a camera or other means, take a first picture of the building that will be analyzed for cracks. (2) Following picture capture, the gathered images are subjected to pre-processing, which includes approaches like segmentation, in order to prepare them for the image processing operation. (3) The subtracted picture sample is processed using various methods in image processing. Here, utilizing the processed picture as a guide, (4) fracture detection on the structure will become apparent. In step five, crack feature extraction, the cracks are classified according to their diameter, depth, and propagation direction.

II. RELATED WORK

To classify cracks in reinforced concrete buildings as moderate, severe, or extremely severe using an Android app, A. Villanueva et al. intend to develop a deep learning model with Yolo v3. Overall, the android app has a kappa value of 97 and a summary accuracy rate of 93.33 percent. Therefore, the deep learning model and android app accurately calculated the crack's detection and categorization.

The break in the surface of the infrastructure may be detected using an image processing technique and a portable system, as proposed by S. -M. Kang et al. This research use the camera-based approach, one of several available for detecting cracks. In this study, we deploy the system on real roads and evaluate its performance under those settings.

Pavement cracks are the most prevalent kind of road damage, hence E. Buza et al. proposed a novel unsupervised image processing approach for segmenting them. First, a picture is segmented into M N sub-images, and those without cracks are discarded according to an empirically determined threshold. Then, analysis is performed on a very small number of sub-images, drastically cutting down on processing time.

In this research, H. Yao et al. offer an updated version of the You Only Look Once (5th edition, or YOLOv5) algorithm for detecting pavement cracks. In order to identify cracks, a total of 12 attention models were constructed using the spatial and channel squeeze and excitation (SCSE) module and the convolutional block attention module (CBAM).

In order to identify pavement cracks in photographs, Y. Yu et al. create a unique context-augmented capsule feature pyramid network (CCapFPN). High-level, inherent, and prominent aspects of cracks are represented using vectorial capsules in the CCapFPN. The CCapFPN achieves its high-resolution, semantically robust feature representation for effective crack detection by employing a feature pyramid architecture to integrate capsule characteristics across several levels and scales. Results from quantitative analyses indicate a level of performance indicative of an accuracy of 0.9200, recall of 0.9149, and an F-score of 0.9174.

After learning high-level characteristics for crack representation, Q. Zou et al. offer DeepCrack, a fully trainable deep convolutional neural network for automated crack identification. To do so, our approach combines deep convolutional features learnt at different scales in a hierarchy to detect and characterize line formations.

J. M. Z. Maningo et al. design a crack detection system that can map the wall's surface and analyze the physical properties of cracks. Faster R-CNN machine learning architecture was utilized to train the model that would be used to categorize and identify fractures.

A semi-supervised technique for fracture identification in pavement was proposed by G. Li, J. Wan, et al. To begin, our suggested technique may make use of unlabeled pavement photos for model training, and the resulting model can provide a supervisory signal for those photographs that lack annotation.

You Look Only Once-version3 (YOLO v3) is one of the most advanced deep learning models, and P. Kumar et al. employ the edge computing concept to present a real-time multi-drone damage detection system for tall civil structures. The suggested system is installed on Pixhawk's open source hexacopter and leverages Jetson-TX2 as the hardware platform on which YOLO v3 is operated.

Using a combination of deep learning and image processing, S. B. Ali et al. want to create a fully automated crack inspection system. Convolutional neural network (CNN) transfer learning models are used to automatically classify surface photos into cracked and uncracked categories by learning the inherent properties of cracks from the surface images.

Crack detection was analyzed by S. Ogawa et al. from the perspective of picture segmentation. Using a mixture of Gaussian mixture models (GMMs) and filtering techniques from image processing, this research suggests a novel approach
to crack detection. The experimental findings outperform the state-of-the-art crack detection approaches in terms of both accuracy and processing time, demonstrating the superiority of our suggested method.

Cracks in pipelines can be detected using an image processing technique that W. A. Altabey and colleagues suggested. Cracks in high-resolution crack pictures are recovered using a pipeline image segmentation model developed utilizing semantic segmentation.

Combining the illumination homogenization methodology with the deep convolutional neural network approach, D. Xu et al. offer a road fracture detecting algorithm. The Dice similarity coefficient of crack identification is enhanced to 0.7937, demonstrating that our suggested technique may increase the accuracy of crack detection in real-world road photos.

III. PROPOSED SYSTEM

Management of infrastructure is a crucial yet expensive endeavor. One of the most important aspects of managing infrastructure is repairing the fracture. Significant damage is done by large cracks in infrastructure, and their lifespan is shortened as a result.

Numerous computer-vision use cases focus on cracks because they are common line topologies. In order to identify two types of damage (efflorescence and spalling) in old masonry buildings, this study developed a unique automatic damage detection approach utilizing a Mask R-CNN model built on the DenseNet framework. Model validation in MATLAB Simulink for suggested flaw detection.

![Figure 2: Proposed Technique](image)

Each convolutional layer of a typical feed-forward Convolutional Neural Network (CNN) gets the output of the preceding convolutional layer and uses that information to generate an output feature map that is then passed on to the next convolutional layer. This means that if there are 'L' layers, then there will be 'L' direct connections, one from each layer to the next.

![Figure 3: Conventional CNN](image)

However, the 'vanishing gradient' problem emerges when the number of layers in the CNN increases, i.e. as they go deeper. Meaning that some information might 'vanish' or get lost when the path for information from the input to the output layers grows, reducing the network’s capacity to train properly.

A. Mask R-CNN Architecture:

In 2017, the concept of Mask R-CNN was presented by Kaiming He et al. It’s extremely similar to Faster R-CNN, with the addition of a layer specifically to provide segmented predictions. The second step, which generates region
proposals in both architectures in parallel, predicts classes, makes bounding boxes, and produces binary masks for each region of interest.

DenseNets fix this issue by streamlining the connection pattern between layers of a typical CNN design. Densely Connected Convolutional Network (DenseNet) describes a network design in which every layer communicates directly with every other layer. For 'L' layers, the number of direct connections is \( L(L+1)/2 \).

![DenseNet Architecture & Components](image)

Figure 4: DenseNet Architecture & Components

Components of DenseNet include:
- Connectivity
- DenseBlocks
- Growth Rate
- Bottleneck layers

B. Connectivity

The feature maps from the preceding layers are not added together, but rather concatenated, and utilized as inputs in the current layer. Because of this, DenseNets may reuse features while still requiring fewer parameters than a conventional CNN of similar performance. In this setup, each successive layer \((x_0, x_1, \ldots, x_{l-1})\) feeds its feature-maps onto the current layer \((l)\):

\[
X_l = H_l([X_0, X_1, \ldots, X_{l-1}])
\]

When the feature-maps are concatenated into \([x_0, x_1, \ldots, x_{l-1}]\), where \([x_0]\) is the output of layer 0 and \([x_1]\) is the output of layer 1, and so on. Concatenating \(H_l\)’s various inputs into a single tensor simplifies its use.

C. DenseBlocks

When the dimensions of the feature maps vary, it is not possible to utilize the concatenation method. To achieve faster calculation rates, however, CNNs rely heavily on down-sampling of layers, which decreases the size of feature-maps via dimensionality reduction.

DenseNets are partitioned into DenseBlocks to facilitate this, with the feature map dimensions being the same inside each block but the number of filters being varied between them. Transition Layers, which are located between individual blocks, are responsible for halving the total number of channels.

The following equation defines \(H_l\) as a composite function that performs three operations in sequence for each layer: batch normalization (BN), a rectified linear unit (ReLU), and a convolution (Conv).

D. Growth Rate

The characteristics may be viewed as the network’s overall condition. After traversing each thick layer, the feature map expands in size because each layer adds ‘K’ features to the current global state. This value of ‘K’ controls how much new data is added to each successive layer of the network and is hence the network’s growth rate. The lth layer has \(k\) features if each function \(H_l\) generates a feature map \(k = k_0 + k * (l-1)\) input feature-maps, where \(k_0\) is the number of channels in the input layer. Unlike existing network architectures, DenseNets can have very narrow layers.

E. Bottleneck Layers

Even though there are only \(k\) feature-maps produced by each layer, the number of inputs might be very large. Therefore, before each 3x3 convolution, a 1x1 convolution layer may be added as a bottleneck layer to increase computing efficiency and speed.
F. Mask Representation:

An object’s spatial characteristics are encoded in its mask. In contrast to the classification and bounding box regression layers, the fully connected layer requires perfect pixel-to-pixel correspondence in order to improve its output. When predicting the mask, Mask R-CNN employs a fully linked network. This ConvNet receives a Region of Interest (RoI) and produces a representation of m*m masks. We also use 1*1 convolution to downscale the mask's channels to 256 so that it may be used for inference on the input image. To feed this mask-predicting neural network with data, we use the Point of RoI.

Before an area proposal network can "align," it must construct a collection of feature maps with varied sizes and then combine them into a single, consistent one.

<table>
<thead>
<tr>
<th>Layers</th>
<th>Output Size</th>
<th>DenseNet-121</th>
<th>DenseNet-169</th>
<th>DenseNet-201</th>
<th>DenseNet-264</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convolution</td>
<td>112 × 112</td>
<td>7 × 7 conv, stride 2</td>
<td>7 × 7 conv, stride 2</td>
<td>7 × 7 conv, stride 2</td>
<td>7 × 7 conv, stride 2</td>
</tr>
<tr>
<td>Pooling</td>
<td>56 × 56</td>
<td>3 × 3 max pool, stride 2</td>
<td>3 × 3 max pool, stride 2</td>
<td>3 × 3 max pool, stride 2</td>
<td>3 × 3 max pool, stride 2</td>
</tr>
<tr>
<td>Dense Block</td>
<td>56 × 56</td>
<td>1 × 1 conv × 6</td>
<td>1 × 1 conv × 6</td>
<td>1 × 1 conv × 6</td>
<td>1 × 1 conv × 6</td>
</tr>
<tr>
<td>Transition</td>
<td>56 × 56</td>
<td>1 × 1 conv</td>
<td>1 × 1 conv</td>
<td>1 × 1 conv</td>
<td>1 × 1 conv</td>
</tr>
<tr>
<td>Layer (1)</td>
<td>28 × 28</td>
<td>2 × 2 average pool, stride 2</td>
<td>2 × 2 average pool, stride 2</td>
<td>2 × 2 average pool, stride 2</td>
<td>2 × 2 average pool, stride 2</td>
</tr>
<tr>
<td>Dense Block</td>
<td>28 × 28</td>
<td>1 × 1 conv × 12</td>
<td>1 × 1 conv × 12</td>
<td>1 × 1 conv × 12</td>
<td>1 × 1 conv × 12</td>
</tr>
<tr>
<td>Transition</td>
<td>28 × 28</td>
<td>1 × 1 conv</td>
<td>1 × 1 conv</td>
<td>1 × 1 conv</td>
<td>1 × 1 conv</td>
</tr>
<tr>
<td>Layer (2)</td>
<td>14 × 14</td>
<td>2 × 2 average pool, stride 2</td>
<td>2 × 2 average pool, stride 2</td>
<td>2 × 2 average pool, stride 2</td>
<td>2 × 2 average pool, stride 2</td>
</tr>
<tr>
<td>Dense Block</td>
<td>14 × 14</td>
<td>1 × 1 conv × 24</td>
<td>1 × 1 conv × 24</td>
<td>1 × 1 conv × 24</td>
<td>1 × 1 conv × 24</td>
</tr>
<tr>
<td>Transition</td>
<td>14 × 14</td>
<td>1 × 1 conv</td>
<td>1 × 1 conv</td>
<td>1 × 1 conv</td>
<td>1 × 1 conv</td>
</tr>
<tr>
<td>Layer (3)</td>
<td>7 × 7</td>
<td>2 × 2 average pool, stride 2</td>
<td>2 × 2 average pool, stride 2</td>
<td>2 × 2 average pool, stride 2</td>
<td>2 × 2 average pool, stride 2</td>
</tr>
<tr>
<td>Dense Block</td>
<td>7 × 7</td>
<td>1 × 1 conv × 16</td>
<td>1 × 1 conv × 16</td>
<td>1 × 1 conv × 16</td>
<td>1 × 1 conv × 16</td>
</tr>
<tr>
<td>Classification Layer</td>
<td>1 × 1</td>
<td>7 × 7 global average pool</td>
<td>7 × 7 global average pool</td>
<td>7 × 7 global average pool</td>
<td>7 × 7 global average pool</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000D fully-connected, softmax</td>
<td>1000D fully-connected, softmax</td>
<td>1000D fully-connected, softmax</td>
<td>1000D fully-connected, softmax</td>
</tr>
</tbody>
</table>

**Figure 5: DenseNet-121 Architecture**

The above table provides a summary of the much architecture used for the ImageNet database. The input matrix is shifted by a certain number of pixels, denoted by "stride." When the stride is set to 'n' (the default is '1'), the filters are shifted by that many pixels.

IV. RESULTS AND DISCUSSION
V. CONCLUSION

Numerous computer-vision use cases focus on cracks because they are common line topologies. Many real-world cracks, such as those in pavement, exhibit poor continuity and low contrast, posing significant difficulties for low-level feature-based image-based crack recognition. In this study, an automated MATLAB-based fracture detecting approach employing Mask RCNN DensNet was developed. The proposed method has a greater rate of accuracy and precision than previously used methods.
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