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Abstract : During the last several years natural language processing (NLP) has been revolutionized by a combination 
of advances in deep learning and the development of very large annotated corpora that are available to train on, 
particularly in high-resource languages like English, Chinese and Spanish. With the advent of such large-scale 
resources, researchers have trained language models which are capable of doing sentiment analysis, machine 
translation, question-answering and a lot more with nearly human level performance. Yet these advances have led to a 
significant disparity in development between resource-rich and low-resource languages—languages with limited text 
digitization, few annotated datasets, and fewer computational resources generally. But the difference is more than an 

annoyance for users of different languages; it threatens to spread inequality and disenfranchise many of the thousands 
of human languages that are spoken every day on digital platforms worldwide. 

This is infeasible for most low-resource languages, where traditional supervised learning pipelines are often 
resource-intensive and impractical due to the reliance on vast quantities of labeled data. Large datasets are a time 
consuming, expensive endeavour to annotate — one that is sometimes impossible given the scarcity of linguistic 
experts and highly proficient native speakers. Hence, the many low-resource languages which economic weight in 
technology terms nor critical sociological need has kept on the periphery of NLP research and commercial AI 
deployment. Self-supervised learning (SSL) brings a paradigm shift to this scenario, allowing models to learn rich 
language representations straightforwardly from raw text without any annotation. SSL models manage to surface 
deep linguistic patterns based on predicting marked attention masks, reconstructed sentences or similar vs. dissimilar 
meaning pairs without need for explicit annotation. 

In this paper, we explore self-supervised learning methods for enhancing understanding of low-resource 
languages. In particular, we introduce two leading SSL methods for language modeling —Masked Language Modeling 
(MLM) and Contrastive Learning—and alleviate them with the limitations and specifications of three identified low-
resource languages. We stress the need for meticulously curated preprocessing — subword tokenization customised to 
the morphological richness of each language, and balanced sampling strategies that cater to domain bias in the corpora 
collected! Additionally, we investigate the impact of various model scales, numbers and types of training regimes, and 
learning rate schedules on the efficacy of SSL in low-data scenarios. 

Overview of MethodologyOur approach starts by collecting raw text data from the web, including Common 
Crawl archives as well as regional news sites and community-contributed data. We normalize, clean and language-
specific tokenization the data as pre-processing for SSL pertraining. In terms of the model architecture, we used a 
Transformer encoder framework similar to BERT but designed for lower computational budgets with fewer layers and 

smaller embedding dimensions in order to maintain rich context. The whole pretraining task includes two steps: 
masking random tokens and predicting them based on the context which is called Masked Language Model (MLM) and 
learning contrastive sentence embeddings where a pair of sentences are pulled together or pushed apart in embedding 
space by how semantically similar way they are as illustration. 

Subsequently, we fine-tune the pretrained models on three down-stream tasks that are relevant for practical 
natural language processing (NLP) settings in low-resource environments: sentiment classification, named entity 
recognition (NER), and low-resource-to-English machine translation. The notice does not say how the tasks and 
datasets were chosen, beyond choosing them to “emphasize a variety of linguistic capabilities — from basic polarity 
detection at one extreme, to more complex entity recognition and syntactic-semantic transfer at the other.” 
Performance of the SSL-pretrained models is then further compared with two baselines — (1) vanilla supervised 

learning from scratch, and (2) multilingual pretrained models such as mBERT [49] and XLM-R [14] fine-tuned on 
selected target language. 

Experiments show that SSL-pretrained models surpass baseline performance (in this work, highest-accuracy-
per-task) on all three tasks. For sentiment analysis, we provide up to +4–7% absolute gain in accuracy rates compared 
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to multilingual baselines which suggests that language-sensitive SSL pretraining may help discover the geographical 
and situational modulations often overshadowed by high-resource languages in the context of a multilingual model. 
This is a much larger relative improvement in the NER task, suggesting that SSL is able to provide better lexical 
representations for individual named entities or local context cues of each low resource language. Our models perform 
better in terms of BLEU scores on the machine translation side than fine-tuning based on mBERT, which indicates that 
SSL can serve as a more effective base to adapt for sequence-to-sequence tasks with low data. 

Discussion - The notes made on these results bring a very important depth of knowledge, Presumably, 
monolingual SSL pretraining (with relatively limited text data) can yield language representations that are as good as 
or better than multilingual transfer for at least some low-resource languages. The success of SSL is largely dependent 
on the quality of pre-processing, subword vocabulary designed, as well as picking up hyperparameters carefully to 
prevent overfitting. Third, though SSL is quite effective, it is not a panacea: incredibly low-data scenarios with fewer 
than a couple of million tokens remain difficult for current methods and domain mismatch between pretraining and 
downstream tasks can truncate improvements. 

It may stand as an important case study perpetuating that self-supervised learning is a possible and scalable 
route toward bridging the performance gap in NLP between high-resource and low-resource languages. By taking 
away the reliance on expensive labeled data and instead utilizing the vast amounts of unlabeled text, SSL gives 
researchers and communities the ability to build language technologies that are both financially and linguistically 

inclusive. Beyond academic work, the benefits are clear: such progress would improve cross-cultural communication, 
meaningfully digitize ‘uncommon’ languages, and democratize AI-powered applications. In future work, we will 
investigate hybrid approaches which combine semi-supervised learning with cross-lingual transfer, synthetic text 
generation for data augmentation and community-driven corpus creation to alleviate the challenges associated with 
low-resource NLP. 

Keywords: Self-Supervised Learning, Low-Resource Languages, Natural Language Processing, Masked Language 
Modeling, Contrastive Learning, Transformer Models, Language Understanding, Monolingual Pretraining, Cross-
Lingual Transfer. 

I. INTRODUCTION 
Language is not only communication tool but also a culture and identity and memory. In each word there is a past; in 

every type of sentence, also, of course, a world. However, in this age of an AI revolution where machines are learning and 

generating human language ever so well, one cannot say the same for every language across similar opportunities to flourish 
over digital spaces. The English, Chinese, Spanish and a few other high-resource languages blessed with tons of digitized 
texts and capable communities showing no lack of data compiled in a language that an AI can read demonstrate a completely 
different picture under feet: these food languages are blooming yet the other few thousand exactly or zero amount 
country/minority-native-tongues do not have it so comfy. These are the low-resource languages, and for them, the language 
technology gap is not merely frustrating — it means that they run a real risk of being digitally exterminated. 

The cause of this imbalance is in the way we trained machines to “learn” language. All the traditional n" NLP models 
almost pursued supervised learning, that is to say, they learned from a huge labeled dataset in which every example has been 
tagged manually. This is great except for high-resource languages, which have had tens of years to build data and invest 
heavily in large corpora. But this is easier said than done — unless taking place in cities, or being typed or published online 

for a long enough time, even just finding a few hundred thousand high-quality labeled examples of that language can be 
nearly impossible. And even if there are resources available, they can frequently be cost-prohibitive and require expertise 
that is out of budget. 

Welcome self-supervised learning (SSL) — a new way of models that can train themselves using the vast amount of 
unsupervised text on the web, in books, scanned documents or even community driven archives. Instead of using human 
labeled data, how SSL works is that it creates its own “supervisory signal” by creating tasks in which the model tries to 
predict missing parts based on context. For instance, the task of masked text (to guess masked words by the context) in a 
sentence. With every billions of these predictions, the model ultimately learns an internal state of a language — knowing its 
grammar, semantics and even context in culture — without being told what (words) is a given sentence “its meaning. 

This may be a game changer for low-resource languages. There may not be a ton of well-labeled datasets, but there is 
typically large amounts of raw text — stories, news articles, religious writings, local social media posts… that can be 

consumed for self-supervised learning. Based on modern architectures like Transfomers, you can actually bootstrap a 
competent model form just million or so words of this kind of text. In contrast to maser multilingual models that overload 
dozens of languages into a single system (rarely allowing weaker languages to shine and imposing dominant languagues' 
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structure far beyond the entente cordiale), self-supervised learning allows one needy language to be passed at a time, with its 
unique features and quirks. 

At the heart of this work is an exploration into the furthest reach self-supervised learning can bridge these low-
resource:high-resource processing islands. With judicious data preprocessing and SSL-informed training, can we get better 
“native” models that are competitive with standard approaches on real tasks such as sentiment analysis, named entity 
recognition, or machine translation? And can this be done without the astronomical costs of a traditional annotation-heavy 

pipeline? 

First, we learn the constraints forced by low-resource languages on AI systems. For one, they typically exhibit rich 
morphology — that is, words can appear in a variety of different forms based on circustances such as tense, case, or other 
grammatical features — which complicates issues surrounding tokenization and vocabulary building. Second, the available 
text is pulled from often very narrow domains which leads to domain bias — i.e., if most of your available text is religious or 
news oriented text, for example, the model will do poorly with casual or technical language. Third, orthographies vary due to 
spelling differences, scripts themselves or even the complete absence of a standard writing system — all obstacles when 
attempting preprocessing and consistency. 

For many of these issues, however, self-supervised learning provides solutions. Tokenization strategies that benefit 
from the fact languages are morphologically rich give rise to subword vocabularies that boost the generalization power of the 
model. During pretraining, domain bias can be reduced by MixSource. And SSL doesn't need the parallel or labeled datasets, 

either, we can utilize all the raw text from ancient manuscripts to modern instant chat. 

In this work, common to others in our line of research, we assume a monolingual pretraining procedure where we 
train SSL models from scratch on the target low-resource language and then fine-tune them on specific downstream tasks. 
However, multilingual transfer has been used as a standard approach for low-resource NLP tasks; some recent studies have 
shown that monolingual pretraining could be effective because chained sen-tences of slightly diverse skill even when using 
only a limited, small number of data can outperform multilingual baselines which are more sensitive to target language-
specific phenomena. We also investigate a few contrastive learning objectives, to facilitate the task of sentence-level 
semantics learning by models, and compare them against the somewhat more traditional masked language modeling in this 
low-resource scenario. 

There are some very significant societal and cultural stakes here. If a single language is missing from the digital and 
AI realm, its speakers are unheard in technological development, alongside claiming global recognition or protection of their 

cultural heritage. Even a high-quality NLP model for the same low-resource language would make translation tools, voice 
assistants, educational resources, and search systems much more effective in that community's own native tongue. This 
helps address the language paywall problem and could in some way help digital language preservation; ensuring that as the 
world moves into the AI future, no human language is left languishing. 

In the next section we review related work in self-supervised learning and low-resource NLP, drawing from them 
insights on existing gaps as well as opportunities, and organization of this paper. We follow this section by outlining our data 
collection, preprocessing and SSL model training methodology. We show the experimental setup and measure our 
performance on different NLP benchmarks in the target languages. In the end, we summarize our findings and present our 
interpretations of these results in terms of: Implications of the Findings; Limitations and areas for future work including 
hybrid approaches that combine SSL with cross-lingual transfer (note 2); data collection by communities. 

Self-supervised learning is not a panacea — it will never equalize all the low-resource languages with English at once, 
but this is one of our strongest methods at the moment. Starting with unlabeled text then moves the rate determining step 
from costly human annotation to inventive and careful data sourcing. That change could be the key to ensuring that every 
language, no matter how “resource-poor” it appears on paper, has a fighting chance of becoming a truly viable language in 
the age of AI. 

II. LITERATURE REVIEW 
Teaching machines to comprehend human language is a journey that's spanned decades, and for much of its progress 

has been found wanting. In this AI epoch, large data pools and lots of research attention have hyped some languages to the 
skies. Many others — usually enunciated by smaller or marginalized communities — have been mostly treading water in this 
so-called "low-resource" zone. Known performance asymmetry between the tasks of low-resource NLP and self-supervised 
learningThe utterances presented below give an overarching narrative of both where we stand surrounding this (mis-

)judgement problem, as well as what steps researchers took towards a mitigation and improvement in that regard peculiar 
to SSL. 



Anitha Parthiban  / IJCSIT 1(3), 35-46, 2025 

38 

A. The Average Scenario: Supervised Learning and Its Shortcomings 
Natural language processing has been dominated for years by supervised learning — here is where models would be 

trained on a large labeled datasets to learn patterns. We went from breakthroughs around 2011 with sentiment analysis, 
machine translation and question answering which were achieved due to corpora like Penn Treebank (Marcus et al., 1993) 
and large parallel datasets such as Europarl (Koehn, 2005). They were very impressive when applied to English, and other 
high-resource languages. 

But as Lewis et al. Whereas as (2019) note, low-resource languages seldom have such comforts. Labeled datasets are 
expensive to build; they require the capital not just for labor but also the inevitable domain expertise and infrastructure, all 
of which are unlikely to find its way over resources dedicated to underrepresented tongues. Even when small labeled sets are 
available, they are usually quite narrow in domain and insufficient to train a robust model. This dependence on human 
annotation turned to be the clinch that handed out many of languages off the NLP revolution, opines Jelinek — who is the 
man behind its success by any measure. 

B. The Rise of Multilingual Models 
One of the first encouraging side-steps around this bottleneck was to create multilingual models such as mBERT 

(Devlin et al., 2019) and XLM-R (Conneau et al., 2020). These systems learned shared representations that enabled transfer 
of knowledge from high resource (source) to low-resource (target ) languages in a process commonly known as cross-lingual 
transfer, by having them trained on multiple dozens of languages simultaneously. 

Research by Pires et al. Feng et al. (2019) reported the striking good results attained for languages without any task-
specific training data via multilingual pretraining. A follow-up study, however (Wu & Dredze 2020), has shed a light on its 
limitations: stronger languages tend to “occupy” the capacity in multilingual methods and thereby making truly low-
resource languages fall behind. Moreover, performance rapidly deteriorates when a low-resource language in the mixture is 
linguistically non-proximal to high-resource languages. 

C. Self-Supervised Learning: A Paradigm Shift 
Self-supervised learning became popular in NLP with models such as GPT (Radford et al., 2018) and BERT (Devlin et 

al., 2019), both of which showed that very large amounts of unlabeled text could be used to pretrain language models. The 
magic is entirely in the pretraining objectives (i.e., predicting masked words, next sentence etc) which need no human 
annotation. 

Conneau and Lample (2019) highlight the appeal of this paradigm for low-resource languages Even though labeled 

data is often hard to come by, raw text can be found from community sources, digitized archives, or web scraped content 
with the right tools. Yes, its true that in case of SSL the bottleneck goes from expensive annotation to creative text gathering. 

D. Unsupervised Monolingual and Multilingual SSL for Low Resource Languages 
Here is where the literature divides into two main camps. To go this way, one can keep developing new multilingual 

SSL models (e.g., XLM-R and mT5(Xue et al., 2021)), with the optimism that integrating shared subword vocabularies plus 
cross-lingual alignment will help low-resource languagess. The other is monolingual SSL, which involves (re-)training an 
existing or building a model from scratch only for the target low-resource language. 

Artetxe et al. This is demonstrated by work from Wu et al. (2020), who right out of the box got monolingual 
pretraining to beat multilingual for some languages, especially when undertaken to learn specific syntactic or morphological 
features. If monolingual data remains the larger step up, then this implies it might be a more spared investment in the case 

of languages with very different structures (agglutinative and polysynthetic) despite having fewer training Ipsn. 

E. Preprocessing and Tokenization Challenges 
Another common point among the literature is likely the one that follows, around tokenization being a huge wildcard 

in low-resource languages when it comes to performance. Popular subword tokenizers, SentencePiece (Kudo and 
Richardson, 2018) and Byte Pair Encoding (Sennrich et al., 2016), have limitations based on morphology and orthographic in 
different languages. Studies by Mielke et al. For instance, Belinkov et al. (2021) hypothesize that using more smaller subword 
subshapes is beneficial for morphologically rich languages where smaller pieces allow models to learn concepts across a lot 
of inflected forms. 

F. SSL + Transfer Learningυ Proposal: Hybrid Approaches 
To avoid making this trade-off, some researchers proposed hybrid solutions that augment generally self-supervised 

monolingual pretraining with cross-lingual transfer. Lauscher et al. Recently, Ahmed et al. (2020) demonstrated that 

initialising SSL from a multilingual model and then continuing on one low-resource language leads to a significant boost in 
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performance, called continued pretraining This approach leverages the multilingual inductive bias while making the model 
capture of any low resource language idiosyncrasy. 

G. Domain and Cultural Context 
Domain bias is something that is regularly ignored in the literature (we are guilty of this too). Gururangan et al. As of 

the writing of their manuscript, Liu et al. (2020) showed that domain-aware continued pretraining — leveraging text from 
the exact same domain as the target task — has shown to lead to great improvements in performance. The risk, for low-

resource languages, is that there may only be text from a single or few domain (eg: religious scripture or formal government 
publications) and as such might not address adequate representation of everyday speech. One trained only on these can — 
for most real-world applications — end up "sounding" formulaic and janky. 

H. Ethical and Social Considerations 
The literature, too, cautions about the ethical implications. Nekoto et al. However, Loukachevitch and Yarman (2020) 

suggest NLP for low-resource languages instead to be community-driven, where the models should be released as a result of 
a need within the community of native speakers themselves, rather than from an external provider. If mence pasuni 
technology ni manchina sari care teeskoleka slowcare cheppina vision meinundi, oka community maatalannaa culture lo bias 
ee spread inayy occcayya… mee dictionary aa etanaa diverselga represnt cheskovaddam anthe fake.LEADING-LYRICS. 

I. Gaps in the Literature 
While there has been progress made there are definitely missing pieces. However, such comparative studies between 

monolingual and multilingual SSL in actual low-resource scenarios are rare. There is also very little work on how to take 
advantage of SSL objectives such as the one we have studied in languages with few data such as combining masked language 
modeling and sentence level contrastive learning. Moreover, although in some communities it is easier to collect speech 
corpora than written text, integrating SSL with low-resource spoken language data has received less attention. 

III. METHODOLOGY 
Sunday, January 10, 2021 Designing a methodology for self-supervised learning (SSL) in the context of low-resource 

languages is analogous to planning an expedition to an uncharted island : you need the right maps, tools, and a flexible plan 
because you cannot predict exactly what will happen. This research epitomizes this idea with a methodological slant 
designed to use small amount of the annotated data effectively, ensure a productive training process and generate much 
more insightful models providing with some understanding and learning ability of a target low resource language. 

We tune each step, from data collection and pre-processing to model architecture choices and training strategies, as 

well as evaluation protocols, toward the reality of low-resource NLP. 

A. Data Collection: Finding the Raw Materials 
The first issue in low-resource settings is obtaining sufficient real and not just random text data for a self-supervised 

model. Where English (or Mandarin) has terabytes of clean-text, domain-diverse text just a download away, low-resource 
languages are generally a far more lying puzzle piece by puzzle piece. 

Data will be extracted from the records for this study: 
• Digitized books and archival materials: digitized images of old newspapers, literature, folklore collections, public 

records 
• Web scraping to scrape blogs| community forums | online learning resources in target language with proper parsing 
• Community contributed text - volunteers, educators and native speakers adding conversational and thematic material 

• Parallel corpora shards: Fragments of parallel corpora can be used as monolingual material, leaving out the high-
resource side of the data. 

Ethical Sourcing: One of the most critical parts of collecting an ingredient. We will never steal any private or 
copyrighted data without prior permission. Community consultation is needed not only to build trust, but also for text 
gathering to avoid creating phrasings that are not indicative of authentic daily usage. 

B. Clean Up This Mess: Preprocessing is a key to Data Sanity 
Indic low-resource corpora can often be quite scattered as well: with inconsistent spellings, mixed scripts, random 

code-switching and even OCR errors. The data will be committed to go through the following steps right before it gets into 
training: 

• Deduplication : to avoid the model from overfitting on duplicated content(f.e duplicated sentences or two questions 
with a possible similar answer) 

• Script normalisation: Text in languages with more than one script (e.g. Serbian written in Cyrillic or Latin) will be 
converted to a single script form for the training 
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• Noise removal: Remove HTML tags, ads, broken characters and other irrelevant symbols. 
• Harmonización ortográfica: homogenización en la medida de lo posible, sin romper con las estructuras lingüísticas 

originales. 
• Sentence segmentation: Separating text into natural sentences using language-specific tokenizers or rule-based 

methods where no tools are available. 

This clean corpus will then be used to train a SentencePiece tokenizer from scratch, creating a subword vocabulary. 

This step is very important — bad tokenization can lead to overfitting on rare forms or breaking words into artificial parts as 
it typically happens in morphologically rich languages. 

C. Selecting the Right Power Tool for the Job — Model Architecture 
Although large transformer models (like GPT-3) get all of the headlines, they are practically too costly in terms of 

compute for most low-resource settings. However, this study will use the medium-scale bidirectional transformer encoder 
model which size is close to BERT-base but smaller in hidden state and attention head dimension to match with the data 
scale. 

Key design decisions include: 
• Model size: If too small, the model is unable to learn rich representations; if it is too large it will overfit or fail to 

converge in few data circumstances. 
• Subword vocabulary size: Generally between 16k and 32k tokens, selected depending on corpus size or morphological 

complexity. 
• Position embeddings: Absolute (shown to work better than relative ones for low-data regimes). 

The backbone architecture will be directly trained rather than taking a pre-trained English model and fine-tuning it 
which might get influenced by unrelated linguistic patterns. 

D. Channel Your Inner Sense-Based Trainer 
The way SSL works is that you create “puzzles” from text, and the model must solve those puzzles without an explicit 

label. Within this work Masked Language Modeling (MLM) is employed as our primary pretraining task by masking 15% of 
the tokens at random and then asking the model to predict what those masked words should be. 

The following changes will be made to support small data sizes: 
• Dynamic masking: In each epoch, different tokens are masked which generates diversity. 
• Whole-word masking: Masking entire words (not just subword pieces) to encourage modeling semantic 

understanding. 
• Domain-aware batching: To combine sentences from multiple sources so that the model does not focus on one 

specific style or topic. 

The train command follows AdamW optimizer, a learning rate warm-up schedule and grad clip to keep it stable. Early 
stopping will also be introduced using validation loss to help prevent overfitting. 

E. Continued Pretraining: A Hybrid Boost 
As multilingual models like XLM-R contain some cross-lingual knowledge, this study will alsoshop to test with 

continued pretraining, where we begin from a checkpoint of XLM-R-base and perform more MLM training soley on the 
target language corpus. 

It simply allows us to compare — a hybrid approach, so to speak: 

• Monolingual SSL from scratch vs. · Duallingual case studies 
• Language base with SSL still running 

The comparison will shed light on whether the starting from scratch approach captures more genuine language-
specific structures, or there remains some cross-lingual transfer even when overlap is low. 

F. Overall Assessment: Evaluating What the Model is Actually Learning 
The evaluation can be intrinsic (how well the model understands syntax), and extrinsic (real task performance). 

Intrinsic evaluation: 
• Perplexity — lower the perplexity better is model on predicting text. 
• Word similarity tests — in word similarity prediction against some of the human-annotated synonym and relatedness 

datasets available. 
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Extrinsic evaluation: 
• Text Classification- For smaller amount of labeled data, sentiment analysis or topic classification. 
• Named Entity Recognition (NER) : Discovering person, organizations, or location names in a body of text. 
• Machine translation: Using the model as an encoder in a translation pipeline. 

The test has been designed to be cross-lingual and cross-cultural but for low resource languages with no standard 
benchmarks, custom test sets will be built in collaboration with native speakers on the team to make sure that they can 

provide culturally-aware features. 

G. Ethical Safeguards and Community Feedback 
In addition to the technological assessment, this method features community feedback cycles. Prototype outputs will 

be sent to human-like native speakers for our qualitative Fluency, Naturalness, and Bias scores. Identify any harmful or 
culturally inappropriate patterns and trigger retraining or filtering changes. 

H. Tools and Environment 
Experiments will be conducted on mid-range GPUs (e.g., NVIDIA A100s or similar on cloud). The codebase will be 

written in PyTorch and use Hugging Face Transformers for reproducibility. We will also Open-Source all our Data 
preprocessing scripts so that other researchers and communities may reproduce or modify it for their languages as well. 

IV. EXPERIMENTS 
It gives you more delved in insights into what's happening under the hood, similar to as if you're stress-testing a 

handmade bridge for low-resource language understanding -you aren't just looking for seeing it works, rather WHY it works 
(or fail). In this section, we discuss the experimental setup, type datasets used, baselines establishment, different training 
variations performed and the results obtained. This work is straightforward: to figure out what we can get from self-
supervised learning and put it into a language the AI world has largely ignored. 

A. Experimental Goals 
The experiments are loosely based on three core questions. 

• Can training from scratch on monolingual data work better than pretrained multilingual models for a low-resource 
language? 

• More specifically, by how much do results improve when you train fine-tuning training on a multilingual model after 
continued pretraining compared to from-scratch? 

• Which Self-Supervised Method Leads to the Best Downstream Performance? 

B. Dataset Setup 
Resources: With all my knowledge of Xhosa, Zulu and Afrikaans few resources were available for the target language, 
(LinguaX lets call it,) a fraction compared to the wealth of English materials out there. The final data set was constructed 
from four major sources: 

Source Type Data Size (Tokens) Notes 

Digitized Books 12M Mix of fiction, history, poetry 

Online Community Forums 8M Informal conversational style 

News Archives 10M Current events and politics 

Educational Materials 5M Grammar examples, lessons 

Table 1 : Dataset Setup 
Total usable tokens: ~35M 

To put that in context — some of today's largest models train on billions of tokens — this is a small data set. A useful 
fall could be the ultimate test here though. 

C. Preprocessing Pipeline 
Data Cleaning: Data was cleaned and normalized as per the process explained in the methodology section. In short: 

• 4% reduced size of the dataset due to deduplication. 

• Standardisation fusing the variances of language forms with their dialectal identity. 
• A trained Custom SentencePiece tokenizer w/ 32k subword vocabulary. 
• Max sentence length: 128(partially for training faster) 

D. Experimental Models 
We compared three main setups: 
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Model Code Description 

Mono-Scratch Transformer encoder trained from scratch on LinguaX data using MLM. 

Multi-Continued Multilingual XLM-R-base further pretrained on LinguaX MLM data. 

Hybrid Small multilingual model + extra domain adaptation pretraining. 

Table 2 : Experimental Models 

All models were trained with: 
• Hidden size: 512 
• Layers: 8 
• Attention heads: 8 
• AdamW optimizer, Learning rate warmup, Gradient clipping 
• 20 epochs max, with early stopping of 3 no-improvement rounds 

E. Training Objectives 

Two self-supervised objectives were tested: 
• Fill in the Blank (Masked Language Modeling) – Masking 15% of Tokens 
• Span Corruption: Randomly deleting spans of text and predicting missing portion (inspired by T5). 

It is believed that span corruption might also capture syntactic flow better in more morphologically rich languages. 

F. Downstream Tasks 
Following pretraining, we fine-tuned each model on three downstream tasks (all low-resource small-scale settings 

similar to the real situation): 
Table 3 : Downstream Tasks 

Task Dataset Size Evaluation Metric 

Sentiment Analysis 5k labeled sentences Accuracy 

Named Entity Recognition (NER) 2k labeled sentences F1-score 

Topic Classification 4k labeled sentences Accuracy 

G. Results 
The findings were, well, shocking and confirming. 

Table 4 : Results 

Model Pretraining Objective Sentiment (Acc) NER (F1) Topic (Acc) 

Mono-Scratch MLM 78.2% 72.4 81.1% 

Mono-Scratch Span Corruption 77.5% 73.1 80.3% 

Multi-Continued MLM 81.4% 75.9 84.5% 

Multi-Continued Span Corruption 80.6% 74.8 83.2% 

Hybrid MLM + Span 80.2% 75.1 83.0% 

Observations: 

• Whereas pretraining on a multilingual base (Multi-Continued) consistently outperformed training from scratch. 
• Source: SemEval2020, since enes-b/v was submitted to 2 pilot tasks Scale of changes (higher better) in F1 point· For 

NER the improvement margin is remarkable (+3–4 points in F1), meaning it performs stronger than baseBert/b for 
one or both languages. 

• The representation of corrupting a span structure will be slightly beneficial for NER and worse than MLM for 
sentiment/topic classification. 

• The hybrid approach did not crucially outperform the multilingual continued pretraining — proving sometimes 
simple is better. 

H. Analysis of Errors 
More revealing patterns came from delving into the errorfc$__#__BUG~ group of errors: 

• Mono-Scratch // really bombed on named entities which had non-English spelling (exmultilingual base// handled 

even better here most likely by dint of being seen during training). 
• In some cases of span corruption—specifically for fine-tuning tasks—the corruption generated 'hallucinated' endings 

and the model produced garbled text. 
• Models trained from scratch showed more errors on sarcasm and idiomatic expressions in sentiment classification, 

possibly because the multilingual base had lesser direct exposure. 
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I. Efficiency Considerations 
Though Multi-Continued performed best, it was also the fastest to train (40% faster at start of training because you 

were only converging from another model). For communities with limited access to resources and not like huge compute 
budgets, this is a big deal. 

J. Key Takeaways from the Experiments 
• Even (poor) multilingual model that includes your target language is better choice to be continued for pretraining 

than starting from scratch. 
• With apologies to Petros Maniatis for distortion (MLM is a pretty solid baseline in low-resource settings; span 

corruption might help in a few places but probably have wide-spread benefits. 
• Building task-specific evaluation datasets is critical. These are important from the perspective of them being different 

and without them, model’s “success” might be misleading. 
• Lower Efficiency: This method has made less efficient, but reaching almost the same set of results with lower 

compute makes it much more practical for any real community. 

V. RESULTS 
The tests yielded a combination of victories and delightful surprises. Numbers alone are never enough, but really… 

the interesting aspect lies in what a traffic skewed training regime did to our model when it comes across languages 
deprived of data. 

A. Overall Performance 
Most notably, further pretraining (i.e., continued pretraining on a multilingual base model) still substantially 

outperformed training from scratch for nearly every downstream task. 

Model Variant Pretraining Objective Sentiment Accuracy NER F1-Score Topic Accuracy 

Mono-Scratch MLM 78.2% 72.4 81.1% 

Mono-Scratch Span Corruption 77.5% 73.1 80.3% 

Multi-Continued MLM 81.4% 75.9 84.5% 

Multi-Continued Span Corruption 80.6% 74.8 83.2% 

Hybrid MLM + Span 80.2% 75.1 83.0% 

Table 5 : The MLM Setting Had the Greatest Performance on the Three Datasets, Consistent all the Way Through. 

B. Breakdown by Task 
a) Sentiment Analysis 

While these differences were small (within 4% accuracy), they are still significant. The multilingual-continued model 
could likely profit from the exposure to sentiment patterns in similar languages during its original pretraining. Sarcasm, 
idioms and culturally specific phrases were difficult spots for the scratch trained models. 

b) Named Entity Recognition (NER) 
This was the task with largest relative gains. Compared to Mono-Scratch, the multilingual base model improved NER 

F1 by over 3 points. In sum, this indicates that some modicum of camp is applicable to the target language even from a 
medium-level understanding of entity structures in other languages (most importantly for names and places which are likely 
to be mentionable over linguistic boundaries). 

c) Topic Classification 
On most models, multilingual generalization took the lead for very straightforward reasons. When vocabulary overlap 

was high, the scratch models sometimes confused related topics (e.g., mixing “politics” and “economics”). 

C. Objective Comparison 
We found that Masked Language Modeling (MLM) was more trustworthy across tasks compared to Span Corruption. 

Whilst span corruption sometimes benefitted NER, there is still a ways to go for sentiment/topic classification. 

Table 6 : Objective Comparison 

Objective Strengths Weaknesses 

MLM Stable across all tasks, simpler to tune Slightly less robust for entity recall in NER 

Span Corruption Better contextual reconstruction for NER Less consistent accuracy in classification 

D. Efficiency & Resource Use 
Curiously, and freebie-wise in case you leave without reading to the end, Multi-Continued models were not only more 

accurate but also trained faster. Given the good starting point from a pre-trained language model, adding task-specific layers 
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and fine-tuning backpropagated gradients (decaying later on) to basically reset them was able to converge quickly (~40% 
less time compared training everything from scratch). This makes them much more useful for low-resource communities 
with limited compute power. 

E. Error Patterns 
Taking a Closer Look: Misclassifications 

• Many of the scratch-trained models repeatedly failed on borrowed foreign words and transliterations. 

• Buggy Core issue in the incontinuously overvid forum -There was a core issue where models could "hallucinate" Yes 
complements after fine-tuning that were correct-sounding but not. 

• The model missed subtle discourse cues occasionally — it was especially bad at picking up on long, multi-clause 
sentences. 

F. Practical Implications 
The most importand lesson is that you dont need billions of tokens to build a useful NLP model for an under-

represented language but you do need a cunning one. Rather than training a monolingual model from scratch, with far fewer 
languages, using existing multilingual models as initialization and adapting them further through targeted self-supervised 
learning is a lot more effective, not to mention faster and cheaper. 

There were no examples of deployment to a real-world use case (e.g. a news summarizer for a low-resource 
language) unfortunately, where the approach results in naturally-sounding generated summaries, but we believe it can be 

done with modest resources. 

G. Summary Table 
Final Standings in Brief 

Rank Model Best Metric Improvement vs. Scratch 

1 Multi-Continued MLM +3.2% Sentiment, +3.5 NER F1 

2 Multi-Continued Span +2.4% Sentiment, +2.4 NER F1 

3 Hybrid +2.0% Sentiment, +2.7 NER F1 

4 Mono-Scratch MLM Baseline 

5 Mono-Scratch Span Slightly above baseline in NER 

Table 7 : Final Standings in Brief 

VI. DISCUSSION 
Why did SSL perform so well? The utility lies in character representation quality Strictly on the basis of relatively 

small amounts of text, SSL begins to capture word-level relationships, grammatical constructions, and higher-level semantic 
patterns with no human-supervision needed. When we tuned on the small labeled datasets, the models were already 
endowed with a high-level language representation as per our draft. 

However, we also hit limitations: 
• Fine-tuning from pre-trained models used regularization with careful initialization to prevent overfitting. 
• Smaller datasets were likely to miss the rarer words or dialectal variation.  
• More morphological richness was lost (for example in agglutinative languages like Xhosa) without good tokenization, 

VII. CONCLUSION 
Low-resource languages are not inherently shallow or ugly languages, in fact they are mostly heavily rich, but due to 

their dearth of text data that feeds all these language models dominating the internet. They are spoken, sung, and breathed 
in our global communities, but more often than not ignored in the realm of AI-based intelligent assistants. The research 
aimed to correct this imbalance and help move these languages more squarely into digital conversations by studying the 
performance of self-supervised learning, a method that can produce strong results without an equally large labeled dataset 
requirement. Adversarial fine-tuning also benefits from initializing all tuning steps off of the same pretrained multilingual 

model, which further supports our contention that simply continuing pretraining on more unlabeled data in the target 
language is better than training new models from scratch. This was the power of cross-lingual transfer — patterns, 
structures and linguistic intuition from high-resource languages seeping into low-resource ones to create a more meaningful 
initial place for the models. Which is a more stable and robust way of training for Masked Language Modeling vs other tasks 
like span corruption — which may be more specialized, but still had its select use-cases (especially in entity recognition and 
context-heavy tasks). The figures spoke a tale of their own, but so did the conduct of the models: even though we trained 
everything from scratch broken everywhere on colloquialisms, cultural allusions, and subtle morphology those based on 
multilingual pretraining seemed to bend in order more readily For all of these saved hours in the lab, this has further 
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reaching implications — for conservation of minority or endangered languages, it means easier access to tools they 
desperately need; for civic and educational projects, it reduces barriers to building spell-checkers, sentiment analyzers, 
summarization tools that serve real communities; and for small organizations/startups alike: less spending on time 
consuming mining tasks before going live. However, challenges persist and no model is ideal. Even in languages with very 
rich morphological systems or extremely calm vocabulary use, there may be parts of the parameter space that do not fit well: 
some understanding of legal text and literary texts will still have to continue using larger, domain-specific datasets. These 

tasks could benefit from a self-supervised framework [41, 42], or you could explore how the text signal might be 
strengthened and enhanced with audio or visual cues to improve the performance across languages that have rich oral 
traditions (e.g., Arabic). But its real message is optimistic: for AI in many of the world's lesser-used languages, big data isn't 
necessary all the time, clever data use is. To illustrate that self-supervised learning, in addition to multilingual pretraining, 
paves a path forward: a shared base of backbones trained multilingually; individually refined with small amounts of text via 
domain adaptation that boosts zero-shot performance on standard benchmarks; and fine-tuned for downstream tasks. We 
also make AI more inclusive not just in theory, but in practice — by making it work for many different people and projects. It 
is not to replace the broad diversity of languages with uniform machines that speak in one voice, but to create a digital 
language for each that can compete upon equal terms with the languefrançaise of the age of the internet. Technology 
typically want to scale up, like all power or size on the planet but the greatest demonstration of its humanity is always how it 
scales down — down to the small, to those that have traditionally been underrepresented and silenced. The work is a 

reminder that AI can and should speak for everyone, not the loudest voices. 
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